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Introduction

Rudin, Cynthia. "Stop explaining black box machine learning models for high stakes
decisions and use interpretable models instead." Nature machine intelligence 1.5
(2019): 206-215.

Rudin, Cynthia, et al. "Interpretable machine learning: Fundamental principles and
10 grand challenges." Statistic Surveys 16 (2022): 1-85.

Kodratoff, Y. (1994). The comprehensibility manifesto. KDD Nugget Newsletter.

Li, Xuhong, et al. "Interpretable deep learning: Interpretation, interpretability,
trustworthiness, and beyond." Knowledge and Information Systems 64.12 (2022):
3197-3234.

Adebayo, J., Gilmer, J., Muelly, M., Goodfellow, I., Hardt, M., & Kim, B. (2018). Sanity
checks for saliency maps. Advances in neural information processing systems, 31.
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Interpretability - definiton 77

Model is interpretable when its behaviour is predictable
and understandable for the user
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Interpretability - definiton 77

Model is interpretable when its behaviour is predictable
and understandable for the user

So, the user knows:

reasons behind predictions
is able to predict the decision of the model
is able to predict the explanation of the model
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There has been a recent explosion of work on ‘explainable ML’
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Interpretability vs. XAl

There has been a recent explosion of work on ‘explainable ML’

explainable ML -> second (post hoc) model is created to explain the first black box model.
This is problematic.




Interpretability vs. XAl gL

There has been a recent explosion of work on ‘explainable ML’

explainable ML -> second (post hoc) model is created to explain the first black box model.
This is problematic.

Explanations are often not reliable, and can be misleading.

o
2 2y 34
0 o = = = T2
T £ 88 3% 3I £5 55 ®
g & &€& & 3835 L& g2 § =
® 8 3% § 2% e£8 Eg T2
=  Og £ 6L E6 ¢ & £
S S a & ¢ £ 5]
L:Lueﬁs ) ) ) () ) ) )
Ko N ?| e | L7 L | L
SR e BCE ;
Random = = L el '
Labels ' AR bl.:‘ L2




Interpretability vs. XAl gL

There has been a recent explosion of work on ‘explainable ML’

explainable ML -> second (post hoc) model is created to explain the first black box model.
This is problematic.

Explanations are often not reliable, and can be misleading.

If we instead use models that are inherently interpretable, they provide their own explanations,
which are faithful to what the model actually computes.
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XAl or not XAl

Interpretable ML is not a subset of XAl.

The term XAl dates from ~2016, and grew out of work on function approximation; i.e., explaining a
black box model by approximating its predictions by a simpler model, or explaining a black box using
local approximations.

10
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Interpretable Machine Learning 7
XAl or not XAl

Interpretable ML is not a subset of XAl.

The term XAl dates from ~2016, and grew out of work on function approximation; i.e., explaining a
black box model by approximating its predictions by a simpler model, or explaining a black box using
local approximations.

Interpretable ML also has a (separate) long and rich history, dating back to the days of expert
systems in the 1950's, and the early days of decision trees.
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Introduction to inherently gmuinm
interpretable neural networks
and prototypical parts

Chen, Chaofan, et al. "This looks like that: deep learning for
interpretable image recognition." Advances in neural information
processing systems 32 (2019).

Nauta, Meike, et al. "Pip-net: Patch-based intuitive prototypes for
interpretable image classification." Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recognition. 2023.
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ProtoPNet

This looks like that

IR - Jooks like

looks like

Chen et al. This looks like that: deep learning for interpretable image recognition, NeurlPS 2019
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ProtoPNet

How it works?
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PIPNet

How it works?
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Sacha, M., Jura, B., Rymarczyk, D., Struski, ., Tabor, J., & Zielinski, B
(2024, March). Interpretability benchmark for evaluating spatial
misalignment of prototypical parts explanations. AAAI.

Pach, M., Rymarczyk, D., Lewandowska, K., Tabor, J., & Zielinski, B
(2024). LucidPPN: Unambiguous Prototypical Parts Network for
User-centric Interpretable Computer Vision. arXiv preprint
arXiv:2405.14331.

Kim, Sunnie SY, et al. "HIVE: Evaluating the human interpretability of
visual explanations." European Conference on Computer Vision. Cham:
Springer Nature Switzerland, 2022.

Ma, Chiyu, et al. "This looks like those: llluminating prototypical
concepts using multiple visualizations." Advances in Neural Information
Processing Systems 36 (2024).
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Spatial Misalignment gl

Are highlighted pixels really important?

original image modified image

considered
prototypical part

original similarity map similarity map after the
modification
Image source: Sacha, M., Jura, B., Rymarczyk, D., Struski, t., Tabor, J., & Zielinski, B. (2024, March). Interpretability benchmark for evaluating 19

spatial misalignment of prototypical parts explanations. AAAL.
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Spatial Misalignment gl

Are highlighted pixels really important?

original image modified image

original test image adversarial modification modified image

considered
' prototypical part

B ]
0% 25% 50% 75% 100%

No location Substantial
change location change
original similarity map similarity map after the original similarity ~ Prototypical part Location Change similarity map after
mexdification map PLC = 40% the modification
Image source: Sacha, M., Jura, B., Rymarczyk, D., Struski, t., Tabor, J., & Zielinski, B. (2024, March). Interpretability benchmark for evaluating 20

spatial misalignment of prototypical parts explanations. AAAI.



group of machine

I . muim
Explanations make the user overconfident —

Agreement task: Rate the similarity of each row’s prototype-region pair on a scale of 1-4.

(1: Not similar, 2: Somewhat not similar, 3: Somewhat similar, 4: Similar) Prototype's

Phot Region Prototype Phot
The model predicts Species 2 for this photo. o i -

Shown below is the model’s explanation for X looks like
its prediction (all prototypes and their source ‘
photos are from Species 2).
O—02—03—0%
looks Iuke.
O Somewhat confident that prediction is correct
O Somewhat confident that prediction is incorrect

O Fairly confident that prediction is incorrect Gt Q2 O3 O

Q. What do you think about the model’s prediction?
QO Fairly confident that prediction is correct

Kim, Sunnie SY, et al. "HIVE: Evaluating the human interpretability of visual explanations." European Conference on Computer Vision. Cham: Springer Nature
Switzerland, 2022 21



Explanations make the user overconfident
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In all studies, participants leaned towards believing that model predictions are correct when
provided explanations, regardless of if they are actually correct.

CUB

GradCAM [61]

BagNet [10]

ProtoPNet [15]

ProtoTree [48]

Correct | 72.4% + 21.5 (2.9)
Incorrect | 32.8% =+ 24.3 (2.8)

75.6% + 23.4 (3.0)
42.4% + 28.7 (2.7)

73.2% + 24.9 (3.0)
416.4% + 35.9 (2.4)

66.0% + 33.8 (2.8)
37.2% + 34.4 (2.7)

Kim, Sunnie SY, et al. "HIVE: Evaluating the human interpretability of visual explanations." European Conference on Computer Vision. Cham: Springer Nature

Switzerland, 2022
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Reducing overconfidence gy

or reducing disambiguation

ProtoPool: ! ProtoPool-Concepts:
Why is this bird classified as a Brown . Why is this bird classified as a Brown
Thrasher? i Thrasher?

Looks like : Looks like Comes from

Concept Features
found in..
= -Slaty backed Gull
= -Brown Thrasher
- Boat tailed
Grackle

Looks like Looks like Comes from

Concept Features
found in..

-Oven bird
-Brown Thrasher
- Fox Sparrow

Ma, Chiyu, et al. "This looks like those: llluminating prototypical concepts using multiple visualizations." Advances in Neural Information Processing Systems 36 s
(2024).
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LucidPPN gt

What is really important on the image?

This does not

: > look like that,
X but I cannot

tell you why...

Existing methods

This does not
look like that
BECAUSE:
although the
shape and
texture is
similar, the

¥ < <

Image source: Pach, M., Rymarczyk, D., Lewandowska, K., Tabor, J., & Zielinski, B. (2024). LucidPPN: Unambiguous Prototypical Parts Network for 24
User-centric Interpretable Computer Vision. arXiv preprint arXiv:2405.14331.

Ours LucidPPN




LucidPPN

What are our contributions?

Evidence for Lazuli Bunting

Part prototypes of Lazuli Bunting
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Image source: Pach, M., Rymarczyk, D., Lewandowska, K., Tabor, J., & Zielinski, B. (2024). LucidPPN: Unambiguous Prototypical Parts Network for
User-centric Interpretable Computer Vision. arXiv preprint arXiv:2405.14331.
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LucidPPN
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Image source: Pach, M., Rymarczyk, D., Lewandowska, K., Tabor, J., & Zielinski, B. (2024). LucidPPN: Unambiguous Prototypical Parts Network for

User-centric Interpretable Computer Vision. arXiv preprint arXiv:2405.14331.
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LucidPPN

Reducing ambiguity of explanations
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Image source: Pach, M., Rymarczyk, D., Lewandowska, K., Tabor, J., & Zielinski, B. (2024). LucidPPN: Unambiguous Prototypical Parts Network for

User-centric Interpretable Computer Vision. arXiv preprint arXiv:2405.14331.
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InterOCtion With q user glearnlng research

Bontempelli, A., Teso, S., Tentori, K., Giunchiglia, F., & Passerini, A.
(2023). Concept-level debugging of part-prototype networks. ICLR.

28
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Interaction with a user gy

Not only forget but learn a useful thing

ProtoPDebug method allows to forget a concept, but this may harm the model’s performance.

Can we redirect model’s attention to other part of the image to learn a new concept from human
feedback?

Goldfinch Train Image Prediction don kusg .

I

|

|

| # _‘

I C. Auklet , C. Auklet
[ | | ; E] P | fine-tune w/ ProtoPDebug

I -

| _—

|

|

|

Dense | w

A

class1 % class v - i good
‘ Embed \d) ‘/
X
L. Albatross L. Albatross
Image source: Bontempelli, A., Teso, S., Tentori, K., Giunchiglia, F., & Passerini, A. (2023). Concept-level debugging of part-prototype networks. 29
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ICICLE - Interpretable CL grmuir

Rymarczyk, Dawid, et al. "Icicle: Interpretable class incremental
continual learning." Proceedings of the IEEE/CVF International
Conference on Computer Vision. 2023.

30
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ICICLE gl

Motivation Input image

Interpretable continual learning

Preserving knowledge about the
interpretable concepts within the data

Task 2

Robustness to Interpretability
Concept Drift

Task 3

ICD = [EfIJLVl |sz'm(pt—1, zf’j) — sz'm(pt, Zf,j)|

Task 4

Fine-tuning EWC

Image source: Rymarczyk, D., van de Weijer, J., Zielinski, B., & Twardowski, B. (2023). Icicle: Interpretable class incremental continual learning. In 31
Proceedings of the IEEE/CVF International Conference on Computer Vision (pp. 1887-1898).
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Interpretability regularization

\\\\:“: prototype p*’

N o B

Preserving the
knowledge about the

conce pts

prototype mask of the

similarity map highest similarity minimize

after task t-1 MSE
prototype

similarity map | o CHEEEE )

ow high
after task t similarity g
Image source: Rymarczyk, D., van de Weijer, J., Zielinski, B., & Twardowski, B. (2023). Icicle: Interpretable class incremental continual learning. In 32

Proceedings of the IEEE/CVF International Conference on Computer Vision (pp. 1887-1898).



ICICLE

Interpretability regularization

What is distilled defines
what kind of plasticity
model have when
learning new tasks.
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feature regularization distance regularization similarity regularization

ProtoPNet similarity function

similarity value
EN o

N
s

o
1

2 3 4
distance value

prototypical part

[ image part representation

space in which loss function
has the same value

Image source: Rymarczyk, D., van de Weijer, J., Zielinski, B., & Twardowski, B. (2023). Icicle: Interpretable class incremental continual learning. In 33
Proceedings of the IEEE/CVF International Conference on Computer Vision (pp. 1887-1898).



Results

Interpretability concept drift input image

IoU
METHOD TASK1 | TASK2 | TASK3 | MEAN o
FINETUNING 0.115 0.149 0.260 0.151 e
EWC 0.192 0.481 0.467 0.334
LWF 0.221 0.193 0.077 0.188 o
LWM 0.332 0.312 0.322 0.325 =
ICICLE 0.705 0.753 0.742 0.728
M
& :
Finetuning  EWC J A ICICLE
Image source: Rymarczyk, D., van de Weijer, J., Zielinski, B., & Twardowski, B. (2023). Icicle: Interpretable class incremental continual learning. In 34

Proceedings of the IEEE/CVF International Conference on Computer Vision (pp. 1887-1898).
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Q&A?



