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Diffusion Models are amazing 
image generators

2



DMs are trained on billions of images

3

Which image is generated as 
„a forest painting in the style of Erin Hanson”?



DMs are trained on billions of images
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„a forest painting in the style of Erin Hanson” by Stable Diffusion



DMs are trained on billions of images
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Real paintings by Erin Hanson
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Was the sample used to train the Diffusion Model?

∈
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Sample 𝒔 Training Data D



Membership Inference Attack

1. Choose sample s 2. Query the model M 
with sample s

3. Decision: 
was 𝒔 in the train set?
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Loss threshold membership inference attack

Machine learning models minimize loss 
on the training (members) set

𝐼𝐹 𝐿𝑜𝑠𝑠 𝑠𝑎𝑚𝑝𝑙𝑒 < 𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑
𝑇𝐻𝐸𝑁 𝑀𝑒𝑚𝑏𝑒𝑟
𝐸𝐿𝑆𝐸 𝑁𝑜𝑛𝑚𝑒𝑚𝑏𝑒𝑟
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Diffusion Models

13



Membership Inference Attack on Diffusion Models

1. Choose sample s 2. Query the model M 
with sample s

3. Decision: 
was 𝒔 in the train set?

14

𝐼𝐹 𝑙𝑜𝑠𝑠 𝑠𝑎𝑚𝑝𝑙𝑒 < 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 𝑇𝐻𝐸𝑁 𝑚𝑒𝑚𝑏𝑒𝑟 𝐸𝐿𝑆𝐸 𝑛𝑜𝑛𝑚𝑒𝑚𝑏𝑒𝑟



Membership Inference for Large Diffusion Models 
Fails

MIA Max. TPR@FPR=1%

Denoising Loss 2.24%

Secmi 2.44%

PIA 5.57%

PIAN 1.53%
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How can we do better?



Dataset Inference
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?



Dataset Inference for Diffusion Models
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?



Step 1: Prepare Data and Model
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𝑃 - published pictures – used for training?

𝑈 - unpublished pictures



Step 2: Feature Extraction
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Existing MIA Features:
1.Denoising Loss



Step 2: Feature Extraction
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Existing MIA Features:
1.Denoising Loss
2.SecMI



Step 2: Feature Extraction
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Existing MIA Features:
1.Denoising Loss
2.SecMI
3.PIA/PIAN
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Step 2: Feature Extraction
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Existing MIA Features:
1.Denoising Loss
2.SecMI
3.PIA/PIAN

Our new features
1.Multiple Loss
2.Noise Optimisation
3.Gradient Masking



Step 3: Scoring model
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Published

Unpublished

𝑠: 𝑅𝑘 → [0,1]



Step 4: Statistical testing
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𝐻0:  𝑠𝑐𝑜𝑟𝑒𝑠(𝑃𝑢𝑏𝑙𝑖𝑠ℎ𝑒𝑑)  <=  𝑠𝑐𝑜𝑟𝑒𝑠(𝑈𝑛𝑝𝑢𝑏𝑙𝑖𝑠ℎ𝑒𝑑)

Published

Unpublished



End-to-End solution 
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Experimental set-up
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Trained on 
ImageNet

Class conditioned
256x256 images

LDM
UViT-256
DiT-256

UViT-512
DiT-512

Diffusion Models

Class conditioned
256x256 images



Experimental set-up
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Trained on 
ImageNet

Trained on
COCO

Class conditioned
256x256 images

LDM
UViT-256
DiT-256

UViT-512
DiT-512

UViT-T2I
UViT-T2I-

Deep

UViT-
Uncond

Diffusion Models

Class conditioned
256x256 images

Text conditioned
256x256 images

Unconditioned
256x256 images



CDI works
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In some case we need <100 samples



Our new features lower the number of samples
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No False Positives

33

LDM DiT-256 UViT-
512

UViT-T2i

Members 10-6 10-59 10-31 ~0.0

Nonmembers 0.4 0.39 0.39 0.39



Works if only part of data was used in training

34



Key findings
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State of the art membership inference
methods fail on large diffusion models!



Key findings
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We shift to Dataset Inference 
to protect the Intellectual 
Property in data collections



Key findings
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CDI successfully identifies data collections used in 
training of large diffusion models
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