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Diffusion Models are amazing
Image generators

D




DMs are trained on billions of images

Which image is generated as
,a forest painting in the style of Erin Hanson”?



DMs are trained on billions of images

,a forest painting in the style of Erin Hanson” by Stable Diffusion



DMs are trained on billions of images

Real paintings by Erin Hanson



Artists and lllustrators Are Suing
Three A.l. Art Generators for
Scraping and ‘Collaging’ Their Work
Without Consent

The plaintiffs claim the A.l. tools have unlawfully scraped
and used their artwork in training datasets.

— — ’ / ' ‘;?; " -
: . e - \“ \
| ‘%”B
: PN\

(l N 4 '




Artists and lllustrators Are Suing

=%

ARTIFICIAL INTELLIGENCE / TECH / LAW

Getty Images sues Al art generator
Stable Diffusion in the US for copyright
infringement

/ Getty Images has filed a case
against Stability Al, alleging that
the company copied 12 million
images to train its Al model
‘without permission ... or
compensation.’

By James Vincent, a senlor reporter who has covered Al, robotics, and more for
eight years at The \erge.

Feb 0, 2023, 5:50 PM GMT+1

An tllustratton from Getty Imoges”™ lowsult. showtng an ortgtnal photograph and a
similor image (complete with Getty Imoges watermark) gemerated by Stable " A ; v 16 Comments (16 New)
Diffusion. Image: Getty Image
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Artists and lllustrators Are Suing

Getty Image
Stable Diffus
infringement

Generative Al Lawsuits Timeline: Legal
Cases vs. OpenAl, Microsoft, Anthropic,
Nvidia and More




Was the sample used to train the Diffusion Model?

Sample s Training Data D
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Membership Inference Attack

=

2. Query the model M 3. Decision:

1. Choose sample s ) .
P with sample s was s in the train set?

11



Loss threshold membership inference attack

Machine learning models minimize loss
on the training (members) set

IF Loss(sample) < Threshold
THEN Member
ELSE Nonmember



Diffusion Models

Forward diffusion process

q(xe|xe—1)

Po(X¢-11Xt) N(O,I)

Backward generative process
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Membership Inference Attack on Diffusion Models

Forward diffusion process

-

q(x¢lxe—1)

Po (xXe-1]%t) N(0,I)

» 1'%

Backward generative process

2. Query the model M 3. Decision:

1. Choose sample s . )
P with sample s was s in the train set?

IF loss(sample) < threshold THEN member ELSE nonmember
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Membership Inference for Large Diffusion Models

Fails
Denoising Loss 2.24%
Secmi 2.44%
PIA 5.57%
PIAN 1.53%




Membership Inference for Large Diffusion Models

Fails
Denoising Loss 2.24%
Secmi 2.44%
PIA 5.57%
PIAN 1.53%

How can we do better?



Dataset Inference




Dataset Inference for Diffusion Models

Forward diffusion process

>

q(xelxe-1)

"

Po(x¢-11x¢) N(0, D)

Backward generative process




Step 1: Prepare Data and Model

P - published pictures — used for training?

U - unpublished pictures

samples
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Step 2: Feature Extraction

Existing MIA Features:
1.Denoising Loss

/ Feature Extractor\

|

Diffusion
Model

B

samples k / features
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Step 2: Feature Extraction

Existing MIA Features:
1.Denoising Loss
2.SecMI

/ Feature Extractor\

|

Diffusion
Model

B

samples k / features
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Step 2: Feature Extraction

Existing MIA Features:
1.Denoising Loss
2.SecMI

wp T 3.PIA/PIAN

/ Feature Extractor\

Diffusion
Model

B

samples k / features
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Step 2: Feature Extraction

Existing MIA Features:
1.Denoising Loss
2.SecMI

wp T 3.PIA/PIAN

/ Feature Extractor\

Diffusion
Model Our new features

» % 1.Multiple Loss

samples k / features
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Step 2: Feature Extraction

Existing MIA Features:
1.Denoising Loss
2.SecMI

wp T 3.PIA/PIAN

/ Feature Extractor\

Diffusion
Model Our new features
» % 1.Multiple Loss
Al 2.Noise Optimisation
samples k / features p
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Step 2: Feature Extraction

Existing MIA Features:
1.Denoising Loss
2.SecMI

wp T 3.PIA/PIAN

/ Feature Extractor\

Diffusion
Model Our new features
» % 1.Multiple Loss
2.Noise Optimisation
k / features p

samples

3.Gradient Masking

25



Step 3: Scoring model

Published

Unpublished

Risis

Fisie

features

fit and

»

score

s: Rk — [0,1]

/ Scoring Model \

> A
> L

scores



Step 4: Statistical testing
H,: scores(Published) <= scores(Unpublished)

/ Statistical Testing\

Published A ) , m
(>
Unpublished A 2

scores \ /

decision




End-to-End solution

..............................................................................................................................................................................

Prepare data P Do . i | -
0 and model | e Extract features | 9 Fit model and score samples i i o Perform statistical test

/ Feature Extractor\ ! / Scoring Model I / Statistical Testing\

decision
i > [ | = | A - »
- ' teatures - / scores N / E

N
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Experimental set-up

Diffusion Models
Trained on
ImageNet

Class conditioned Class conditioned
256x256 images 256x256 images

LDM
. UViT-512
UViT-256 DIT-512

DiT-256
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Experimental set-up

Diffusion Models

Trained on
ImageNet
Class conditioned Class conditioned Text conditioned
256x256 images 256x256 images 256x256 images

LDM UViT-512 UVIT-T2I

UVIiT-256 . :
DIT-256 DiT-512 UVIT-T2I-
Deep

Trained on
COCO

Unconditioned
256x256 images

UViT-
Uncond
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CDI works

10° 5

1073

LDM256
U-ViT256
DiT256
U-ViT512
DiT512

7
T

Number of samples in P

In some case we need <100 samples

Model

—— U-ViT256-Uncond
e U-ViT256-T2I

—— U-ViT256-T2I-Deep
=== p-value: 0.05

—=—- p-value: 0.01
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Our new features lower the number of samples

LDM256 S Rei0I010] 6000

U-viT256 - 3000 3000

DiT256 - 2000 2000

U-ViT512 S RANNIY 2000

DiT512 e 01010) » 1000
U-ViT256-Uncond - 400 300
U-ViT256-T21- 200 200

UVIT256:T21 Deep
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No False Positives

Members 10 10->° 10-31 ~0.0
Nonmembers 0.4 0.39 0.39 0.39
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Works if only part of data was used in training

p-value

DiT512

0.0 0.2 0.4 0.6 0.8 1.0
Contamination ratio

Number of samples

50 — 3000

100 — 5000

300 — 10000
—— 500 -== p-value: 0.05
— 1000 -== p-value: 0.01
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Key findings

3. Decision:
was s in the train set?

1. Choose sample s

State of the art membership inference
methods fail on large diffusion models!
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Key findings

3. Decision:

1. Choose sample s . .
P was s in the train se

We shift to Dataset Inference
to protect the Intellectual
Property in data collections
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y the md 3. Decision:

with sample s was s in the train set?
E Prepare data : . -,
o and model i o Extract features i o Fit model and score samples | i o Perform statistical test

! [ Feature Extractor ) P [ Scoring Model E ( Statistical Testing )
» lﬁl ! ! fitand a®

Diffusion *
Model ; 1 Score

s | L=
Q featuresé K—/

CDI successfully identifies data collections used in
training of large diffusion models

decision |
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