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Is AI already better than humans?



Board games?
✓ better than the best 
human players 

(AlphaGo Zero, 2017)



Photorealistic art?
✓ better than most humans 

(Stable Diffusion, 2022)



Essay writing?
✓ better than most humans 

(GPT4, 2023)



Environment 
interaction?





Environment 
interaction?
…with a bit of luck  
and some help 

(Boston Dynamics, 2024)



• No human input needed


• Unsupervised learning


• No GPU required



Current AI/ML solutions usually 
fail in open world environments 



Issues
Embodied AI

• Open vocabulary object detection


• World representation


• Spatial reasoning


• Action planning


• Sim-to-real gap


• …and many more



Active visual exploration
Toward human-like scene understanding



Visual exploration:
Human vs. AI



Embodied computer vision

Task:


• actively point sensors towards 
important objects


Goals:


• faster scene understanding


• improved power efficiency

Active Visual Exploration



Our research progress

2D 2.5D 3D

Stationary agent 
pan/tilt camera 
 
- grid game

Stationary agent 
pan/tilt/zoom camera


+ grid free

Free movement


+ object occlusion

WIP



Active Visual Exploration Based 
on Attention-Map Entropy
Adam Pardyl, Grzegorz Rypeść, Grzegorz Kurzejamski,  
Bartosz Zieliński and Tomasz Trzciński

One year ago:



Masked 
Autoencoder
He, Kaiming, et al. "Masked 
autoencoders are scalable 
vision learners." (CVPR 2022)



Attention-map 
entropy
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Active Visual Exploration based on Attention-Map Entropy



In practice
Example image reconstruction



Beyond Grids: Exploring Elastic 
Input Sampling for Vision 
Transformers
Adam Pardyl, Grzegorz Kurzejamski, Jan Olszewski, 
Tomasz Trzciński and Bartosz Zieliński



Elastic sampling 



Re-think vision transformers

Dosovitskiy, Alexey, et al. "An Image is Worth 16x16 
Words: Transformers for Image Recognition at 
Scale." (ICLR 2020)



Grid-free transformer

Standard ViT Elastic ViT (ours)

Patch sampling Fixed grid Arbitrary patch positions 
and scales

Positional embedding 1D learned

4D sine-cosine 
(up-left & low-right corner 
relative positions in cont. 
space) 

Training regime Standard augmentations,

MixUp, CutMix 

Random sampled patches,

MixUp, PatchMix (ours)



Adaptive sampling



AdaGlimpse: Active Visual 
Exploration with Arbitrary Glimpse 
Position and Scale
Adam Pardyl, Michał Wronka, Maciej Wołczyk, Kamil Adamczewski, 
Tomasz Trzciński and Bartosz Zieliński



AdaGlimpse



Architecture



In practice



40.7%
Less observations needed for ImageNet-1k classification 

compared to the best baseline



Reconstruction examples (6.12% of scene visible)



Step-by-step 
reconstruction (6.12% 
of scene visible)



62.5%
Less observations needed for MS COCO reconstruction 

compared to the best baseline



Performance by percentage of image pixels observed



Average glimpse image

- consistent with ImageNet center bias



Next step (work in progress): 
 
 
Where to look next 3.0
Adam Pardyl, Dominik Matuszek, Maciej Wołczyk, Marek Cygan and Bartosz Zieliński



3D Active Visual Exploration benchmark
Based on Unreal Engine 5

• Free camera movement in 3D space


• Photorealistic simulation


• Procedural scenario generation


• Both urban and nature scenarios for 
object localisation



Vision-language models for exploration

VLM

Locate a yellow pickup 
truck parked 

somewhere in a 1km^2 
search area

Action: Move 50m north

Location: (250, 100, 500) 
View:{{encoded image}}



Example I: The good
Fly to a yellow pickup truck, GPT-4o baseline

GPT-4o: <Reasoning>The yellow pickup truck 
is just slightly north of my current position. I’ll 
move a little north to get directly above it.</
Reasoning>

<Action>MOVE NORTH 7</Action>



Example I: The good
Fly to a yellow pickup truck, GPT-4o baseline

GPT-4o: <Reasoning>I am directly above the 
yellow pickup truck and as close as 
possible.Task complete.</Reasoning>

<Action>DONE</Action>



Example II: The bad
Fly to a yellow pickup truck, GPT-4o baseline

GPT-4o: <Reasoning>The yellow pickup truck 
is now visible near (-22, -22) below my 
current position. I need to move down to get 
closer.</Reasoning>

<Action>MOVE DOWN 20</Action>



Example II: The bad
Fly to a yellow pickup truck, GPT-4o baseline

GPT-4o: <Reasoning>The yellow pickup truck 
is directly below me near (-22, -22). I will 
move down to get as close as possible.</
Reasoning>

<Action>MOVE DOWN 15</Action>



Example II: The bad
Fly to a yellow pickup truck, GPT-4o baseline

GPT-4o: DONE



Example III: The strange
Fly to a yellow pickup truck, GPT-4o baseline

GPT-4o: <Reasoning>The yellow markings 
on the road could potentially obscure a yellow 
vehicle. To gain a better view of the area and 
identify the yellow pickup, I will move EAST to 
explore the grid more thoroughly.</
Reasoning> 
<Action>MOVE EAST 6</Action>



Challenges
Vision-language exploration 

• Standard VLMs struggle with 3D spatial reasoning


• Tested on GPT-4o, LLaVa-v1.6 and InternVL-8B


• Representing multi-step exploration for a VLM is not trivial


• Open source VLMs often have issues with multiple images in context


• VLM models are currently too slow for UAV/robotic hardware


• Out of scope of this project
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