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Motivation: nonnegativity

- Nonnegative inputs appear naturally in spectral analysis, image 
and text processing

- Equip neural networks with the ability of decomposing the input 
signal into additive sparse components, thus providing an 
understandable hierarchical representation of the input data

- Recent resurgence of analog neural networks, with weight 
parameters physically encoded in the conductance of 
programmable resistors 



  

Motivation: fixed point analysis 
of neural networks

- For autoencoder networks, their fixed points are exactly the 
inputs that can be perfectly reconstructed

- A host of iterative methods can be cast as a fixed-point 
iteration, e.g., of the gradient descent-type:

- Application to deep equilibrium networks (DEQs): see our 
paper at ICML 2024
   



  

Standard neural network model



  

Standard neural network model



  

Nonnegative networks with nonnegative 
biases are monotonic and (weakly) scalable

For nonnegative weights and biases and concave activation functions, the 
resulting neural network is monotonic and (weakly) scalable:



  

Nonnegative networks with nonnegative 
biases are monotonic and (weakly) scalable

For nonnegative weights and biases and concave activation functions, the 
resulting neural network is monotonic and (weakly) scalable:

under mild assumptions (e.g., sigmoid used or positive 
weights used at a single layer):



  

Spectral radius of a monotonic 
and (weakly) scalable network

Asymptotic mapping:

Spectral radius:



  

Spectral radius of a monotonic 
and (weakly) scalable network

Asymptotic mapping:

Spectral radius:

                                      We have the following result:



  

Fixed points and spectral radius

*Is upper- and lower-primitive at its fixed points.



  

Fixed points and spectral radius

[1] R. L. G. Cavalcante, Q. Liao, and S. Stańczak, “Connections between spectral properties of 
asymptotic mappings and solutions to wireless network problems,” IEEE Transactions on Signal 
Processing, vol. 67, no. 10, pp. 2747–2760, 2019.



  

Nonnegative monotonic networks 

Consider a nonnegative and monotonic neural network, e.g., such that:

- weight operators are nonnegative,

- if a layer admits negative biases, then its activation function should be 
globally nonnegative and monotonic (e.g., composed of ReLU or sigmoid),

- if a layer admits an activation function which is only monotonic on       
(e.g., composed of Swish, Mish, GELU), then its biases should be 
nonnegative.



  

Nonnegative monotonic networks 

Consider a nonnegative and monotonic neural network, e.g., such that:

- weight operators are nonnegative,

- if a layer admits negative biases, then its activation function should be 
globally nonnegative and monotonic (e.g., composed of ReLU or sigmoid),

- if a layer admits an activation function which is only monotonic on       
(e.g., composed of Swish, Mish, GELU), then its biases should be 
nonnegative.

For such a network, the fixed point iteration starting at              converges 
to its least fixed point if it exists. 



  

Performance results
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Open questions & Next steps

1. How robust is the reconstruction of points which are approximate 
fixed points?
2. How can nonnegative networks be trained efficiently?
3. What is the shape of the fixed point set of generic nonnegative 
monotonic neural networks?

4. How to expand expressibility of nonnegative neural networks 
while maintaining their benefits?



  

Thank you for your attention
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