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Three pillars of AI success
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Problems with data
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Self-supervised learning

4“the dark matter of intelligence” - Yann LeCun



What can serve as a pretext task?
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And how they did it before 2020s

https://arxiv.org/pdf/1505.05192.pdf, https://richzhang.github.io/colorization/, https://arxiv.org/pdf/1803.07728.pdf, 

?

? ?
Context prediction

Image colorization
Rotation prediction

Masked modeling   
(i.e. BERT)

https://arxiv.org/pdf/1505.05192.pdf
https://richzhang.github.io/colorization/
https://arxiv.org/pdf/1803.07728.pdf


Modern pretext tasks
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Contrastive Siamese Joint-Embedding models

https://ai.meta.com/blog/self-supervised-learning-the-dark-matter-of-intelligence/ , https://arxiv.org/pdf/2111.09613.pdf 

https://ai.meta.com/blog/self-supervised-learning-the-dark-matter-of-intelligence/
https://arxiv.org/pdf/2111.09613.pdf


Modern pretext tasks

Intuition:

● augment an image in two different ways
● obtain network representations of two 

augmented images
● optimize the (pairwise) similarity of image 

representations and their diversity
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Contrastive Siamese Joint-Embedding models

https://ai.meta.com/blog/self-supervised-learning-the-dark-matter-of-intelligence/ , https://arxiv.org/pdf/2111.09613.pdf 

https://ai.meta.com/blog/self-supervised-learning-the-dark-matter-of-intelligence/
https://arxiv.org/pdf/2111.09613.pdf


What are the problems with 
Joint-Embedding SSL?
Joint-embedding SSL methods are inherently bound to 
augmentations

Augmentations need to be carefully selected for 
pretraining datasets

● solved for ImageNet, but what about other datasets?

Invariance to augmentations can be detrimental for 
downstream tasks

● invariance to color shifts may not transfer well to flower 
classification

8https://openreview.net/pdf?id=CZ8Y3NzuVzO



Conditional Augmentation-aware 
Self-Supervised Learning (CASSLE)

Previously:

Join two image embeddings together 

Now:

Join two image embeddings together on condition 
of knowing how they were augmented

9https://arxiv.org/pdf/2306.06082.pdf, joint work with M. Pyla, B. Zieliński, B. Twardowski, J. Tabor and M. Śmieja

https://arxiv.org/pdf/2306.06082.pdf


Architecture of CASSLE 
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● Image and augmentation information 
are joined together before the projector

● Feature extractor (e.g. a ResNet) remains 
unaware of augmentation information

● In order for projector to act upon the 
knowledge of augmentations, feature extractor 
must learn to preserve information about 
features modified by them

CASSLE is applicable to all J-E architectures, regardless of their loss function.



What defines the augmentations?

11https://arxiv.org/pdf/2111.09613.pdf



Is the knowledge of augmentations 
useful for SSL tasks?

● We do not explicitly force the model to utilize 
the augmentation information. 

● Conditioning the CASSLE projector with wrong 
augmentation information decreases its ability 
to draw image pairs together.

● CASSLE projector indeed relies on 
augmentation information to perform its task.
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CASSLE learns an 
augmentation-aware data 
representation

● we measure the error of matching 
embeddings of augmented image 
pairs

● embeddings generated by CASSLE 
are hardest to match together 
(the highest InfoNCE value)

● CASSLE preserves the largest 
amount of augmentation-induced 
noise
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CASSLE improves the transferability of 
SSL models
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What data is similar for SSL?
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Summary 

● augmentation invariance is a key component of modern Self-Supervised 
Learning

● it can lead to learning representations that are suboptimal for downstream 
tasks which rely on features of data modified by augmentations

● we propose to increase augmentation-awareness of SSL methods by 
conditioning  them with information about used augmentations
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Thank you for your attention!
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