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Motivation
3D segmentation explanations face critical 
challenges in medical imaging:

1) High dimensionality of 
input/output

2) Limited explainability
3) Potential biases
4) Trust issues with black-box models
5) High risk domain
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Problems with attributions for 3D segmentation models.

● Many attributions methods work for scalar outputs e.g. image classification, whereas 
segmentation models output multidimensional outputs.

● Attributions on their own take a lot of time to analyze how the model works.
● Attributions for 3D inputs are time-consuming to analyze, e.g. 5123 voxels ≈ 108 

features.
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Agg2Exp Methodology
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How to calculate attributions for segmentation

Because traditional attribution methods were develop for single output we create a proxy 
which transforms our multidimensional output into a scalar using yc matrix for class c of 
interest:

Having calculated this we are able to calculate a proxy output which is a scalar:
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Gradient attributions for segmentation

Having calculated proxy we can now easily calculate gradient-based and 
perturbation-based attributions previously prepared for scalar output e.g.
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Agg2Exp methodology
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Aggregation of attributions for RoI importance

To overcome this challenge of high complexity stemming from the multiplication of input 
and output dimensions, we propose to aggregate voxel attributions into simpler 
explanations that are easier to visualize and analyze.

First you select RoI (in our case segmentation regions) to which you limit your attribution. 
Then you can Calculate this RoI importance for segmentation of class a:

Having calculated local RoI importance one can calculate average of specific RoIs 
importance for all patients yielding a Global RoI importance
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Agg2Exp methodology
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Experimental Setup

● 2 Datasets
○ TotalSegmentator v2 (public)
○ B50 (private clinical dataset)

● Swin-Unter model trained on 16 thorax anatomical structures
● 4 attributions methods

○ Vannilla Gradient
○ SmoothGrad
○ Integrated Gradients
○ KernelShap
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Attributions methods evaluation

We evaluated selected attribution methods using Faithfulness, Sensitivity, Complexity and 
Efficiency metrics.

Metric What it measures

Faithfulness Measures whether voxels indicated as important by an attribution method 
are indeed important to the model’s prediction.

Sensitivity Determines how close attribution explanations are for similar inputs.

Complexity Fraction of voxels whose attribution scores exceed a specified threshold.

Efficiency Seconds needed to create attribution.
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Attributions methods evaluation

We evaluated selected attribution methods using Faithfulness, Sensitivity, Complexity and 
Efficiency metrics.
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Distributions of explanations
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Global analysis of our 
model
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Does our model use contextual information for segmentation?
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Detecting anomalies

We decided to try to find anomalies using our aggregated explanations in both TSV2 and 
B50 datasets. For each of our classes we have 17 features which we use for finding 
anomalies related to specific class by using Isolation Forest.

We conduct the Spearman’s rank test between the anomaly score returned by IFs and the 
Dice score from TSV2 test data for each class label, which shows a statistically significant 
correlation for some labels.
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Checking for Gender and Sex Bias

By having some patients flagged as anomalies by having access to metadata we analyzed 
whether our model doesn’t behave abnormally for specific subpopulations.

To our content we found no statistical evidence for some subgroups being overrepresented 
in outliers group compared to inliers group.
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Summary

● AGG²EXP enables practical analysis of 3D segmentation models.
● Greatly reduces explanation complexity by creating easily interpretable RoIs 

importance.
● Enables detection of model biases and abnormal behavior.
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Questions?


