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Today's LLMs: Impress

Please tell me how to cut bread.

LLM

(source: https://www.shutterstock.com)



Today's LLMs: Impress

LLM

Cutting bread might seem simple, but there's an art to 
doing it well! Here’s a step-by-step guide to get clean, 
even slices without squishing the loaf: 

1. Choose the Right Knife 

2. Place the Bread on a Cutting Board 

3. Position Your Hand Correctly 

4. Start Slicing 

5. Slice Thickness 

Extra Tips

Please tell me how to cut bread



Today's LLMs: Hallucinate

LLM

Have there been any reports of implantation of a 
subcutaneous defibrillator immediately after 
cardiac surgery and please provide references



Today's LLMs: Hallucinate

LLM

Yes, there have been reports of implantation of 
subcutaneous defibrillators (S-ICDs) 
immediately after cardiac surgery. Here are 
some references:

1. ‘Immediate postoperative implantation of a 
subcutaneous defibrillator in a patient undergoing cardiac 
surgery.’ J Interv Card Electrophysiol. 2016 
Feb;45(2):203–5. doi: 10.1007/s10840-015- 0087-6. Epub 
2015 Dec 17. PMID: 26676620.

2. ‘Immediate postoperative subcutaneous implantable 
cardioverter-defibrillator implantation in patients 
undergoing cardiac surgery: feasibility, safety and 
outcomes.’ Europace. 2017 Jul 1;19(7):1150–1156. doi: 
10.1093/europace/euw235. PMID: 27614059.

3. ‘Immediate postoperative implantation of a 
subcutaneous defibrillator in a patient undergoing cardiac 
surgery.’ J Arrhythm. 2017 Dec;33(6):639–641. doi: 
10.1016/j.joa.2017.06.008. Epub 2017 Jul 5. PMID: 
29276432.
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there are no 
such papers



W. Samek: From Black Boxes to Physically-Informed, Explainable and Trustworthy AI

To Trust or Not To Trust 

7

Can we trust the AI black box without 
understanding it?

No? What about other industries?

To trust or not to trust 
AI; that is the question

We need to solve the 
“Black Box” problem!



First Wave of Explainable AI

classify: 
"pool table"

explain: 
"heatmap"

Sundarajan'17
Int Grad

Lungberg'17
SHAP

Zeiler'14
Deconv

Selvaraju'17
Grad-CAM

Montavon'17
Deep Taylor

Shrikumar'17
DeepLIFT

Kindermanns'17
PatternNet

Zeiler'14
Occlusion

Symonian'13
Gradient

Springenberg'14
Guided BP

Zhou'16
GAP

Zintgraf'17
Pred Diff

Ribeiro'16
LIME

Fong'17
M Perturb

Landecker'13
Contrib Prop

Bach'15
LRP

Zhang'16
Excitation BP



Why Explaining?
Debug models 

(Lapuschkin et al. Nat Comm, 2019)



Why Explaining?
Debug models 

(Lapuschkin et al. Nat Comm, 2019)
New insights
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"BLUE XAI"
(Biecek & Samek, ICML, 2024)



Why Explaining?
Debug models 

(Lapuschkin et al. Nat Comm, 2019)
New insights

(Wong et al. Nature, 2023)

"BLUE XAI"
(Biecek & Samek, ICML, 2024)

Provide citations in LLMs



LRP: Faithful + Comput. Efficient + Latent Attribution

Theoretical Interpretation: 
Deep Taylor Decomposition zjk measures how much has j contributed to activation of k

(Bach et al. 2015)



LRP: Faithful + Comput. Efficient + Latent Attribution

Theoretical Interpretation: 
Deep Taylor Decomposition zjk measures how much has j contributed to activation of k

Convolutional NN

(Montavon et al. 2017)



LRP: Faithful + Comput. Efficient + Latent Attribution

Theoretical Interpretation: 
Deep Taylor Decomposition zjk measures how much has j contributed to activation of k

LSTM

(Arras et al. 2019)



LRP: Faithful + Comput. Efficient + Latent Attribution

Theoretical Interpretation: 
Deep Taylor Decomposition zjk measures how much has j contributed to activation of k

Transformers

"How to meaningfully

redistribute relevance

through these layers?"



https://proceedings.mlr.press/v235/achtibat24a.html

https://github.com/rachtibat/LRP-eXplains-Transformers



Comparison 



Faithfulness 



Results 



Results 

Evaluation on the 
Mixtral 8x7b model



Comparison with other LRP Rules 

fully within Deep 
Taylor Decomposition 
Framework



Towards Concept-Level XAI



Interpretation Gap

Local XAI tells us "where" important features occur.
However, it neither tells us "what" this feature is nor how it is used by the model.



Explainability 2.0: Where, What and How 

https://doi.org/10.1038/s42256-023-00711-8



Explainability 2.0: Where, What and How 
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Explainability 2.0: Where, What and How 



Addressing the "What"-Question

What does this channel encode?
We can find out by activation maximization.

Idea: Image which maximally active the 
neuron contain the "concept" encoded 
by the neuron.



From Activation To Relevance Maximization



Concept Relevance Propagation (CRP)

concept 3

concept 2
concept 1

Step 1: Find relevant concepts

Step 2: Compute conditional explanation (where)

Step 3: Visualize relevant samples (what)

bird



Concept Composition

Explanation

cat

rooster

dog



Concept-based Reverse Search
Reverse search: Find 
other images, where 
these channels are 
also relevant.



Concept-based Reverse Search

Fixing the Model: Adapt encoding space globally [Anders, Weber, et al. 2022] or rather outcome-dependently?



From Individual Explanations to 
Understanding Global Behaviour



Prototypical Concept-based Explanation (PCX)

https://doi.org/10.1109/CVPRW63382.2024.00353
(Dreyer et al. 2024)



Prototypical Concept-based Explanation (PCX)



Identifying Bugs in the Model / Data

For the ImageNet class “lacewing” (VGG-16, layer features.28), there are also samples of Leopard Lacewing 
butterflies in the training data.



Identifying Bugs in the Model / Data



concepts

prototypes



Validating AI Predictions

Firstly, we examine the characteristic concepts of each prototype.

Secondly, clusters of training predictions that deviate strongly from prototypes can be studied for spurious behavior.



How much Manual Work does XAI Require?



From Explainable to Trustworthy AI



Reveal and Revise Framework

[Pahde et al. 2023]

https://doi.org/10.1007/978-3-031-43895-0_56



Example

ISIC Dataset Artifacts:
- Skin Marker

[Pahde et al. 2023]

--- Reveal Step ---
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Example

ISIC Dataset Artifacts:
- Skin Marker
- Band-Aid

[Pahde et al. 2023]

--- Reveal Step ---
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ISIC Dataset Artifacts:
- Skin Marker
- Band-Aid
- Ruler 

[Pahde et al. 2023]

Example

--- Revise Step ---



Back to LLMs



Concept-Level Understanding 

AttnLRP attributions on 
top 10 ActMax sentences 
collected over the 
Wikipedia summary 
dataset for neuron #256, 
inlayer 18. The 
knowledge neuron 
seems to activate for 
transport systems 
(railways in particular).



Concept-Level Understanding 

AttnLRP attributions on 
top 10 ActMax 
sentences collected 
over the Wikipedia 
summary dataset for 
neuron #2207, inlayer 
20.The knowledge 
neuron is activating for 
‘teacher’, in unusual 
context such as 
inappropriate behavior, 
sexual misconduct etc.



Concept-Level Understanding 



Concept-Level Understanding 



Concept-Level Understanding 



Pruning By Explaining 

https://arxiv.org/pdf/2408.12568

(Hatefi et al. 2024)
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Pruning By Explaining 

https://arxiv.org/pdf/2408.12568

(Hatefi et al. 2024)

Required number of reference samples (per class) is very low.



Future Work 

https://doi.org/10.1016/j.inffus.2024.102301

(Longo et al. 2024)



Toolboxes

https://github.com/understandable-machine-intelligence-lab/Quantus

https://github.com/ahmedmagdiosman/clevr-xai

https://github.com/rachtibat/zennit-crp
https://github.com/chr5tphr/zennit

https://github.com/albermax/innvestigate

https://github.com/adrhill/ExplainableAI.jl

https://github.com/dilyabareeva/quanda



W. Samek: Explainable and Robust Machine Learning
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