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Motivation
Problem Outline:

• Traditional ensemble methods treat entire datasets uniformly, often overlooking varied subsets within real-world data. This uniform
approach can miss out on the benefits of tailored classification strategies for different data clusters.

Our Solution: Sequential Model Training and “Circles of Hell”:
• Each model in the ensemble is trained sequentially, focusing only on observations that previous models failed to predict correctly.
A routing model will then learn to map each sample to its appropriate model.

• This process results in distinct groups or “circles of difficulty” representing clusters with escalating complexity. We termed these
clusters “circles of hell” to symbolize their rising difficulty levels, giving rise to our framework, Hellsemble.

Objective:
• Develop a method for correctly assigning observations to their appropriate circle of difficulty.
• Use this structured approach to boost ensemble performance on increasingly difficult subsets.

Related works
Interesting approaches in enhancing ensembles:

• Greedy model selection, as demonstrated in [1], builds ensembles by iteratively adding models that maximize
performance metrics.

• Dynamic ensemble selection (DES) further refines this by tailoring ensemble choices to individual samples, selecting
classifiers based on local performance, as seen in [2] and [3].

• Alternatively, [4] introduced a meta-learning framework, where meta-features guide a meta-classifier in selecting
effective classifiers for specific instances.

Our work combines the strengths of these approaches: similar to DES, it selects models per sample but uses a greedy
method with a routing model similar to meta-learner.

Methodology
Inside the Hellsemble:

• We construct ensemble using classic ML algorithms, iteratively selecting models based on their performance metrics.
• Initially, the model with the best performance is chosen.
• Subsequent model is trained solely on samples misclassified by prior models, thus creating focused training sets.
• For each model, we save indexes of samples that were correctly classified, forming a dedicated training set for a "router model."
• Router model predicts the optimal classifier for each sample at inference, enabling targeted predictions tailored to each instance’s characteristics.

This approach builds an adaptable, sequential ensemble that enhances performance with each additional layer.
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